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BACKGROUND MOLECULAR RELATIONAL LEARNING

Molecular Relational Learning
Learning the interaction behavior between a pair of molecules

Examples
- Predicting solubility when a drug and solvent react
- Predicting side effects when taking two types of drugs simultaneously
- Predicting optical properties when a Chromophore and Solvent react
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BACKGROUND DISTRIBUTION SHIFT IN MOLECULES

Scaffold

Molecules with different scaffolds exhibit distinct distributions
à Learning from core substructure is crucial for the robustness of machine learning (ML) models to distribution shifts
à Enabling ML models to learn more generalized knowledge in molecules!

* Molecules with nitrogen dioxide (NO2) functional group commonly exhibit the mutagenic property
* Scaffold: The common structure characterizing a group of molecules

Molecule: 6-nitro-1H-indene Molecular fingerprints with various scaffolds

Core Substructure (NO2)
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BACKGROUND CAUSAL INFERENCE

Due to the empirical process of data collection, 
the data for machine learning is heavily biased

Context of the given data becomes a confounder 
that misleads the machine learning model to learn spurious correlations
between pixels and labels

Ex) Spurious correlation between forest and lion in Figure
Cause
(Wolf) Outcome

Confounder
(Forest)

Causal Inference aims to improve model performance by removing spurious correlations
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BACKGROUND CAUSAL INFERENCE FOR GRAPH STRUCTURED DATA

Determining House Motifs

Discovering Invariant Rationales for Graph Neural Networks. ICLR 2022

Spurious correlation between the Tree motifs with House motifs

When facing with out-of-distribution (OOD) data,
statistical shortcuts will severely deteriorates the model performance



7

BACKGROUND CAUSAL INFERENCE FOR GRAPH STRUCTURED DATA

Spurious correlation becomes even severe in molecules!

Mutagenic Non-Mutagenic

Instead of probing into the causal effect of the functional groups,
Model focuses on “carbon rings” as the cues of the mutagenic class

In fact, “Carbon ring” has no relationship with mutagenicity
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BACKGROUND STRUCTURAL CAUSAL MODEL

Shortcut feature

Causal feature

Structure Causal Model (SCM) for 
molecular property prediction

Causal Attention for Interpretable and Generalizable Graph Classification. KDD 2022

Causal-Effect relationship in molecular property prediction

𝐶 ← 𝐺 → 𝑆 : 𝐶 and 𝑆 naturally coexist in molecule 𝐺.
𝐶 → 𝑅 ← 𝑆 : The variable 𝑅 is the representation of the given molecule 𝐺.

𝐶 → 𝑅 → 𝑌: Causality we are interested in
𝐶 ← 𝐺 → 𝑆 → 𝑅 → 𝑌: Backdoor path
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METHODOLOGY CAUSALITY IN MOLECULAR RELATIONAL LEARNING

Structure Causal Model (SCM) for 
Molecular Relational Learning

𝓒𝟏𝓖𝟏 𝓖𝟐

Causal substructure 𝓒𝟏 of molecule 𝓖𝟏
à Determined by not only 𝓖𝟏but also 𝓖𝟐

Key causal-effect relationship in molecular relational learning
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METHODOLOGY CAUSALITY IN MOLECULAR RELATIONAL LEARNING

4 Backdoor paths that confound the model

𝓒𝟏 ← 𝓖𝟏 → 𝓢𝟏 ← 𝓖𝟐 → 𝓡𝟐 → 𝒀
𝓒𝟏 ← 𝓖𝟐 → 𝓡𝟐 → 𝒀
𝓒𝟏 ← 𝓖𝟐 → 𝓢𝟏 → 𝓡𝟏 → 𝒀
𝓒𝟏 ← 𝓖𝟏 → 𝓢𝟏 → 𝓡𝟏 → 𝒀

Causality we are interested in (𝓒𝟏 → 𝒀)

In molecular relational learning, 
𝓖𝟐 is given and utilized during model prediction

𝓒𝟏 ← 𝓖𝟏 → 𝓢𝟏 → 𝓡𝟏 → 𝒀 Only remaining backdoor path!

Structure Causal Model (SCM) for 
Molecular Relational Learning
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METHODOLOGY BACKDOOR ADJUSTMENT

Backdoor Adjustment

Alleviate confounding effect via Backdoor adjustment!

Structure Causal Model (SCM) for 
Molecular Relational Learning
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METHODOLOGY CAUSAL MOLECULAR RELATIONAL LEARNER
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Disentangling with Atom Representation Masks

Separate the causal substructure 𝓒𝟏and shortcut substructure 𝓢𝟏 from 𝓖𝟏
à Not trivial to explicitly manipulate molecular structure
à Let’s separate in representation space by masking atom representation!

Importance of atom 𝑖

Causal substructure

Shortcut substructure

where

Gumbel  sigmoid approach for differentiable optimization of 𝑝#!!
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METHODOLOGY CAUSAL MOLECULAR RELATIONAL LEARNER

!!
GNN !"

"""!

GNN

Node 
Interaction !

!! !"

Readout

##$ #%&'(&)

Atom Importance
"!~$%&'()**+(-!)

$*+"

R
ea

do
ut

Masking$,"

0 1 2

Normal Uniform

ClassificationRegression

0

Readout

%!!
GNN

Node 
Interaction !

Masking

Readout

$-#$."

#/01

"##"#$

%!=('!|| )'!)%"=('"|| )'")
$-"

$-##('2

Disentangling with Atom Representation Masks
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Shortcut substructure 𝓢𝟏
à Learn non informative distribution

Causal substructure 𝓒𝟏
à Cross entropy loss for classification
à RMSE loss for Regression
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METHODOLOGY CAUSAL MOLECULAR RELATIONAL LEARNER
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Conditional Causal Intervention via backdoor adjustment

Straightforward approach à Synthesize / Collect various molecules

Challenges
1) Expensive time/financial costs
2) Intervention space on 𝓒𝟏 should be conditioned on the paired molecule 𝓖𝟐

Backdoor Adjustment
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Our Solution
Obtain shortcut substructure -𝑺𝟏
by modeling interaction with other molecules -𝓖𝟏 and molecule 𝓖𝟐
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METHODOLOGY CAUSAL MOLECULAR RELATIONAL LEARNER
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Final Objective

ℒ$%& : loss with paired graph (𝓖𝟏, 𝓖𝟐) and target 𝒀
ℒ'(%$() : loss with causal substructure
ℒ*+ : loss with shortcut substructure
𝜆,, 𝜆-: weight hyperparameters for ℒ*+ and ℒ#./
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EXPERIMENTS DATASET DESCRIPTION

Molecular Interaction Dataset
à Predicting Chromophores’ Absorption max, Emission max, Lifetime
à Predicting Solvation Free Energy of molecules (MNSol, FreeSolv, CompSol, 

Abraham, CombiSolv)
à Regression Task

Drug-Drug Interaction Dataset
à Zhang DDI, ChChMiner, DeepDDI
à Classification Task

Graph Similarity Learning Dataset
à How similar are the paired graphs? (ex. GED)
à AIDS, LINUX, IMDB, OpenSSL, Ffmpeg
à Regression Task / Classification Task
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EXPERIMENTS OVERALL PERFORMANCE

Observations

1. CMRL outperforms all other baseline methods
à It is crucial to discover causally related substructure in molecules

2. Wide applicability of CMRL beyond molecules
à Performs well in dataset that contains core substructure

Performance on molecular interaction prediction task

Performance on graph similarity learning task
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EXPERIMENTS OUT-OF-DISTRIBUTION PERFORMANCE

In out-of-distribution experiment, we assess the model’s performance on molecules belonging to new scaffold classes

Molecule: 6-nitro-1H-indene

(a) Causal Substructure (NO2)

(b) Scaffold (Indene)

(c) TSNE embeddings (a) Random Split (b) Scaffold Split

TSNE on splitted data (Train / Test)Different scaffolds exhibit totally different distribution
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EXPERIMENTS OUT-OF-DISTRIBUTION PERFORMANCE

In out-of-distribution experiment, we assess the model’s performance on molecules belonging to new scaffold classes

Performance on drug-drug interaction task

Observation

CMRL outperforms previous work on out-of-distribution scenarios
à Learning causal substructure enhances the generalization ability of the model
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EXPERIMENTS MODEL ANALYSIS

Observations in Ablation Studies

Naïve intervention whose confounders are not conditioned on paired molecule 𝓖𝟐
à Performs worse than the model without intervention
à Wideness of intervention space introduces noisy signal during model training

CMRL
w/o !!"

w/o ! #$% w/o 

condition

RM
SE

RM
SE

!! = #. ##% for Absorption
!! = #. #% for Emission

!" = #. #% for Absorption
!" = #. #% for Emission

Observations in Sensitivity Analysis

1. Optimal point for 𝜆- exist balancing the noisiness and robustness
2. No certain relationship between model performance and 𝜆,

Training objective 
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EXPERIMENTS QUALITATIVE ANALYSIS

Observations

1. Discovered causal substructure aligns to well-known chemical domain knowledge
- (a) CMRL selects edge substructure à Chemical reactions usually happen around ionized atoms
- (b) CMRL concentrates on single-bonded substructure à Single-bonded substructures are more likely to undergo chemical reactions

2. (c) When reacting with polar solvents, CMRL focuses on the edge substructures of high polarity

3. (d) Selected important substructures of chromophore varies as the solvent varies

(a) Ordinary solvents (c) Polar solvents

(b) Ordinary solvents 1-propanol, 1-hexanol 1-butanol

Single bonds

Edge substructures

Chromophore
(!!)

Solvent (!")

Nitrogen-CarbonOxygen-Carbon
Oxygen-Carbon

(High Polarity)
Nitrogen-Carbon

(Low Polarity)

Polarity Polarity

Chromophore
(!!)

Solvent (!") (d)

Chromophore: EDAC
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CONCLUSION
This paper proposed a method for tackling relation learning tasks, which are prevalent in various scientific field

Keyword: Conditional causal intervention
à Crucial to narrow down intervention space by conditioning on paired molecule 𝒢-

Extensive experiments demonstrating the superiority and interpretability of CMRL
à Makes CMRL highly practical for real-world scientific discovery

[Full Paper] https://arxiv.org/abs/2305.18451

[Source Code] https://github.com/Namkyeong/CMRL

[Author Email] namkyeong96@kaist.ac.kr

Paper Code

https://arxiv.org/abs/2305.18451
https://github.com/Namkyeong/CMRL
mailto:namkyeong96@kaist.ac.kr
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RELATED WORKS

Invariant Learning
à Constructs different environments to infer the invariant features or predictors

Discovering Invariant Rationales for Graph Neural Networks. ICLR 2022

Generate 𝑠-interventional distribution by doing intervention on 𝑺

Task: Rationalization for GNNs à “What knowledge drives the GNNs to make certain predictions?”
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1. Minimize the risk under all 𝑠-interventional distributions
2. Minimize variance of risk over different 𝑠-interventional distributions

RELATED WORKS



27Discovering Invariant Rationales for Graph Neural Networks. ICLR 2022

Model Architecture

Rationale Generator
Split the input graph instance 𝑔 = (𝒱, ℰ) into two subgraphs: 
causal part �̃� and non-causal part �̃�

Distribution Intervener
Collects non-causal part of all instances into a memory bank as -𝕊
Samples memory �̃�# ∈ -𝕊 to conduct intervention 𝑑𝑜(S = �̃�#), 
constructing an intervened pair (�̃�0, �̃�#)

Optimization

Model Prediction

RELATED WORKS



28Causal Attention for Interpretable and Generalizable Graph Classification. KDD 2022

Task: Graph Classification à “How to classify biased graph datasets?”

Model Architecture

Soft Mask Estimation
Separate the causal and shortcut features from the full graphs

Disentanglement
Separate the causal and shortcut features from the full graphs

Causal graph

Trivial graph

Causal graph à Ground truth label prediction

Trivial graph à Random label prediction

RELATED WORKS
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Causal Intervention via Backdoor adjustment

Challenges
1) Confounder set 𝒯 is commonly unobservable and hard to obtain
2) Difficult to directly manipulate graph data (∵Discrete nature)

Let’s make implicit intervention on representation level!
Structure Causal Model (SCM)

Confounder Set

Backdoor Adjustment

Trivial graph from different graphs

RELATED WORKS



30Debiasing Graph Neural Networks via Learning Disentangled Causal Substructure. NeurIPS 2022

Task: Graph Classification à “How to classify biased graph datasets?”

Causal and Bias Substructure Generator
Measure the edge importance between node 𝑣# and 𝑣0

Edge in 
causal subgraph

Learning Disentangled Graph Representations

Bias GNN à Generalized cross entropy loss
Causal GNN à Weighted cross entropy lossModel Architecture

RELATED WORKS
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Model Architecture

Counterfactual Unbiased Sample Generation

How to make causal variable 𝑧' and bias variable 𝑧1 uncorrelated?
Swapping 𝑧1 with randomly selected different graphs

From different graphs

RELATED WORKS

Can be considered as Backdoor adjustment!
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BACKGROUND CAUSAL INFERENCE FOR GRAPH STRUCTURED DATA

Causal view of data-generating process

Discovering Invariant Rationales for Graph Neural Networks. ICLR 2022

Create spurious correlation between 𝑺 and 𝒀

𝑪 𝑮 𝑺
Input graph 𝑮 consists of two disjoint part: 
Causal part 𝑪 and Non-causal part 𝑺

𝑪 𝑺

Causal part 𝑪 only determines target value 𝒀 𝑪 𝒀Structure Causal Model 
(SCM)
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THEORETICAL ANALYSIS

Expand by multiplying and dividing 𝑞

Training objective of CMRL

1. Likelihood ratio between true distribution and predicted distribution 
2. Conditional Mutual Information
3. Irreducible constant inherent in the datasets

We can explain the behavior of CMRL in two perspective
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THEORETICAL ANALYSIS

Perspective 1. CMRL learns informative causal substructure

Disentangle the shortcut substructure 𝑺𝟏 that are no longer needed in predicting the label 𝒀 when the context 𝓒𝟏 and 𝓖𝟐 given.

Minimize

Chain rule of MI

Encourages the causal substructure 𝓒𝟏 and paired molecule 𝓖𝟐 to contain enough information on target 𝒀.
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THEORETICAL ANALYSIS

Perspective 2. CMRL reduces model bias with causal view

Model bias

Based on information leakage,
Model bias can be quantified based on mutual information

Again, several backdoor paths are blocked by conditioning on 𝓒𝟏 and 𝓖𝟐
à Enable the direct measure of model bias!
à Finally, Loss term minimize the model bias
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EXPERIMENTS SYNTHETIC DATASET EXPERIMENTS

In synthetic dataset experiment, we assess the model’s performance on various levels of bias in datasets

Positive pair
a pair that shares the same causal substructure
{House, House} à Positive

Negative pair
a pair that each graph has a different causal substructure
{House, Cycle} à Negative

Dataset bias
the ratio of the positive pairs containing “BA.” shortcut substructures

Bias level 𝑏 increases 
à “BA.” substructures dominates model prediction
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EXPERIMENTS SYNTHETIC DATASET EXPERIMENTS

In synthetic dataset experiment, we assess the model’s performance on various levels of bias in datasets

Observations

1. Models’ performance degrades as the bias gets severe
à “BA.” shortcut confound the model

2. Performance gap between CMRL and CIGIN gets larger as the bias gets severe
à Importance of learning causality between the substructure and target
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